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1 Project Description

1.1 Problem Statement

Biped and humanoid robots are complex systems composed by a large number of actu-
ated degrees of freedom and various sensors that provide the requirements for the complex
process of walking. Due to such complexity and number of components, in the past decades,
the community of humanoid robots has developed several robot architectures for different pur-
poses and applications. All these robot architectures, ranging from small-size hobby robots to
giant manned walking machines, share some anatomical similarities developed through years
of work in this field. Nevertheless, the task of coordinating the information generated by all
the sensors and actuators in humanoid robots poses a complex software problem which has
been approached with different paradigms. Consequently, a large variety of different software
frameworks has been created which, in most of the cases, are intrinsically connected to the
robot hardware that they were designed for. This hardware dependency makes it difficult to
develop software packages which can be reused by other teams. As a result, the robot develop-
ers must continuously re-implement essential software modules/components to comply with
the requirements and restrictions of their system, slowing down the progress of biped and hu-
manoid robotics. In particular, two of the most essential components required by this type of
robots are the balance and walking controllers.

1.2 Innovation

From the experiences of different researchers around the world [1], the need for a common
middleware for handling the resources (sensors and actuators) of biped and humanoid robots
is clear. In this context, ROS based software frameworks, such as ros_control [4], provide the
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low-level hardware abstraction layer to read and write data to the sensors and actuators sepa-
rating the control development level from the hardware interfaces while keeping all the benefits
of the ROS middleware. However, for complex control architectures such as balance/walking
controllers, there are no general frameworks to provide all the required components. Even
though there are some packages available to build balance and walking controllers, such as
foot-step planners, kinematic and dynamic libraries, state estimators, etc., they use different
interfaces (even inside ROS) and it is not straightforward to implement walking controllers with
them. Therefore, there is a need for an open source balance/walking controller which states the
base for all the components required for balance and walking [3]. OpenWalker’s aim is to sat-
isfy the necessity of a framework for balance and walking controllers, and to easily adapt to any
biped robot architecture. OpenWalker will provide the tools for developers and contributors
to implement their own walking controllers without having to create the whole framework for
every robot they use. OpenWalker will reduce the implementation time for new controllers and
provide a clear implementation example to new researchers on the field of walking controllers.
OpenWalker will also reduce the training time for new hobbyists and researchers and provide a
common software structure to further develop different options for each component. Further-
more, OpenWalker can contribute to define a common framework to standarize controllers for
humanoid robots, allowing to compare different control techniques.

1.3 Background

Biped walking is a challenging control problem. Its difficulty lies in several factors such
as the inherently unstable dynamics of biped systems, the discrete time nature of footstep
generation, the high number of degrees of freedom of biped robots, and the inability of di-
rectly measuring the floating base state. Consequently, walking controllers are hybrid discrete-
continuous state machines which generate the motions for a stable gait while keeping the bal-
ance metrics under safe and feasible conditions [5]. Due to the complexity and the high num-
ber of degrees of freedom of biped and humanoid robots, a common strategy to generate walk-
ing motions is to consider simplified lower dimensional models for the robot. For example,
one popular and simple model is the linear inverted pendulum. In such a model, the robot
is considered as a concentrated mass attached to an inverted pendular beam which oscillates
from one footstep position to the next one. Then, considering these simplified dynamics, a
balance controller must provide the feedback law to bring the pendulum to an equilibrium
point while a walking controller must push the pendulum away from its equilibrium point to
transfer the mass to the equilibrium point of the next foot position. The coordinated push and
pull motion produces the required cadence of a stable gait [6, 7]. Different approaches have
been proposed to generate walking motion patterns using different simplified models. For ex-
ample, the telescopic compass approach in [8] where the robot is modelled as a compass with
telescopic legs or the divergent component of motion controller for the inverted pendulum
model in [9], or the inverted pendulum with full centroidal inertia in [10]. Even when there is
a large variety in approaches, most of the walking controllers based in simplified models share
common components and similar architectures. Walking controllers such as [8, 9, 10] can be
implemented in software architectures similar to the ones described in [11, 12]. They require
a component to estimate the Zero Moment Point (ZMP) from sensor data [2], another com-
ponent to estimate the position of the Centre of Mass (CoM), a component to compute the
forward kinematics, a component to compute inverse kinematics, a footstep planner module,
and a walking motion generation component (simplified model engine). These components
can be implemented in different manners but the inputs and outputs are common metrics in
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the biped locomotion theory. Some examples of ROS implementations of these components
are: the ZMP-CoM components in the multi-contact-zmp packages [13], the footstep planner
and localization modules in humanid_navigation stack [14], and the kinematic and dynamic
libraries [15, 16]. There are also ROS-based robot-specific complete walking controllers pub-
lished such as the controller from [11] for the iCub robot and [17] for the HRP-4 robot. However,
these examples are either robot specific or based on advanced complex techniques and are not
straightforward to adapt for other robots.

1.4 Objectives

OpenWalker will aim to fulfil the need of a standard walking controller architecture pro-
viding the minimal components required to generate stable walking on any biped robot with
planar feet by adjusting a minimal set of parameters. Therefore, OpenWalker will provide the
required components to handle the most common biped robot architectures for different joint
interfaces (position velocity and effort) and to exploit the available sensors in common biped
robot architectures (IMU sensors and ankle force-torque sensors). The main objective of this
project is to provide a general open source control framework, which is easy to use, and well-
documented to simplify the implementation of walking and balancing controllers. In this way,
the main contribution of OpenWalker is the development of software tools, templates, and
modules.

1.5 Expected Outcome

OpenWalker will provide a set of open source packages to enable walking on common
biped robot architectures with minimum user input information such as the robot descrip-
tor URDF files and a minimal set of parameters such as desired hip height, foot sole reference
frames in the kinematic chain, and available sensors in the robot. All the components will be
kept as general as possible to give users the freedom to modify them with low effort in order
to test new balance and locomotion methods, reducing the implementation-test times. Open-
Walker will enable users to test their walking controllers in an increasing number of simulated
and real biped robots. The number of available robots will grow as other robot models are
implemented under the ros_control hardware interface.

1.6 Technical Approach

Figure 1.1 shows the general pipe-line of OpenWalker. The entire project will be based on
ros_control, and it will provide modules and templates for fast prototyping of balancing/walking
controller components. The modules developed in this project will be used mainly for control,
which requires real-time capabilities. Therefore, the modules and templates will be mainly
written in C++. However, when possible, python code, examples, and templates will be also
provided. The main components of OpenWalker are:

URDF Interface: This component extracts important information required for balancing and
walking control algorithms from standard URDF files. The component also allocates this in-
formation in easy-to-use data containers (C++ classes), which provide simple access functions,
allowing the transport of data in a self-contained form. Forward Kinematics component (FK):
This component will use information generated by and contained in the URDF interface class.
The main goal of this component is to abstract the complexity of standard Kinematic libraries,
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Figure 1.1: OpenWalker Control Framework

e.g. KDL, and allow the user to focus on the required information and not on how this informa-
tion needs to be extracted. The information will be provided through homogenized interfaces
and data containers defined within the OpenWalker software architecture. Sensor Fusion com-
ponent: This component will deal with the problem of the floating-base state estimation. It will
provide tools to implement algorithms to fuse information from different sensors to compute
the floating-base state in real-time. This component will automatically extract the information
provided by the URDF files and user-defined gains to simplify this process.

Zero Moment Point (ZMP) component: This component will estimate the Zero Moment Point
of the supporting legs from Force-Torque sensor data. It will be also customizable to receive
feedback from other kinds of plantar sensors as in [18]. Center of Mass (CM) component: This
component will compute the CM of the robot using the current joint state and the mechani-
cal information provided in the URDF files of the robot. Capture Point (CP) component: This
component provides methods to compute the CP . The main algorithm to compute the CP is
described in [6]. This component will provide a user-interface to change the parameters in a
simple form.

Footstep Planner component: This module is an external module, which means it will not
be implemented as a ros_control plugin. However, it will be implemented as a standard ros
node. This module will use the limb parameters, gains, and the target goal for the robot (all this
information is defined by the user) to generate a discrete sequence of footsteps. This sequence
will be the reference (desired) foot poses needed for the controllers. The main concept of this
module is to abstract the complexity of the footstep design and provide standard and ready
to use footstep planners. This module is mainly focused on the lower limbs of the humanoid
robot.

Primitive Generator component: This is one of the most important components of this frame-
work since it generates adequate footstep motions (in continuous space) that take into account
the desired discrete foot poses and the current state of the robot. Even when this module is
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mainly focused on the lower-limbs, it will also provide standard upper-limbs sequences used
commonly in the literature, e.g. standard swinging arms based on the gait frequency.

Balance component: In the same form as the last module, this component is paramount for
the whole framework. This module uses the reference trajectories of the hip and legs computed
by the primitive generation component and includes the forces acting on the robot. In this
manner, this component will handle the problem of providing dynamically consistent joint hip
and legs reaction motions to guarantee a stable walking pattern rejecting disturbances from
external and internal forces. This component will also use the information provided by the
user to simplify the parameterization of the balancer.

Inverse Kinematic (IK) component: This component will provide standard IK solvers with
especial emphasis on the methods which are more suitable for bipedal walking. The main goal
is to provide ready-to-use IK applications which are robust and real-time ready. This compo-
nent will abstract the complexity of the implementation of state-of-the-art IK solvers included
in standard IK libraries.

Whole-Body Joint State component: This component will receive the upper and lower joint
trajectories and will include the system constraints to generate adequate joint commanded tra-
jectories. This is an important step since the joint positions commanded to the robot should
also take into account the hardware limitations to guarantee that the joint motions are realiz-
able.

Resource Interface component: Where the ros_control framework provides a low-level ab-
straction layer for the hardware, this component provides a high-level abstraction. This inter-
face component handles the information exchange between ros_control and the OpenWalker
modules using the data containers defined of our framework. In this manner, the informa-
tion exchange between component is homogenized and synchronized. Furthermore, the re-
source interface simplifies the maintenance of the OpenWalker component since changes in
ros_control only affect the resource interface module, and end-users who want to use the Open-
Walker without ros_control can optionally develop custom interfaces for more complex be-
haviours as [19].

The OpenWalker framework will be fully integrated in the ROS ecosystem and it will be val-
idated in different humanoid robot platforms, e.g. REEM-C (PAL), TALOS (PAL), BIOLOID
(Robotis), etc. During these tests, a comprehensive documentation will be generated to allow
both experts and non-experts to develop their own examples and modules. The documentation
will include an extensive list of examples that range from simple tutorials to more advanced
applications. The OpenWalker framework, documentation, and tutorials will be released in the
ROS repositories, making them freely available to the whole community.
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2 Framework Architecture

For the design the Framework architecture we extensively refined our general overview of
the control framework introduced in Figure 1.1 towards a system of inter-connected modules.
These modules encapsulate implementable/programmable functional blocks and we describe
in the following the behavior, the employed methods, the inputs and outputs, and the depen-
dencies of each module.

Furthermore, we defined the nomenclature and conventions we employ during the devel-
opment of the framework to ensure consistency and homogeneous code generation through-
out the whole project. The design of the core components of the framework which include type
classes to enforce strong type coding, and abstract interface classes to separate the interfaces
(inputs/outputs/actions) of the modules from their implementation.

The overview of the framework with all modules and their connections can be found in
Figure 2. Table 2 summarizes the most important type classes and Table 2.2 provides an overview
of the base classes derived from types of the Eigen math library and the default parameteriza-
tion of the employed template classes.

This document is followed by the description of the naming conventions and the module
descriptions.
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Ẋ
=

[ẋ
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Base Class Eigen Template Class Default Template Parameters

VectorDof Eigen::Matrix<Scalar, Dof, 1>
Scalar = double

Dof = Eigen::Dynamic

Vector3 Eigen::Matrix<Scalar, 3, 1> Scalar = double
Vector6 Eigen::Matrix<Scalar, 6, 1> Scalar = double
Vector7 Eigen::Matrix<Scalar, 7, 1> Scalar = double
Transform3 Eigen::Transform<Scalar, 3, Eigen::Affine> Scalar = double

Quaternion Eigen::QuaternionBase<Eigen::QuaternionRef<Derived> >
Derived = Eigen::Matrix<Scalar,4,1>

Scalar = double

Table 2.2: Overview of base classes derived from types of the Eigen math library and the default
parameterization of the employed template classes
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1 General description.

1.1 General coding rules

1.1.1 Formating

1. Blocks are intended by 2 spaces

2. Braces are opened and closed in their own lines

1.1.2 Naming

1. ROS packages are under_scored e.g. "my_package"

2. ROS topics/Services are under_scored e.g. "my_topic"

3. Files are under_scored e.g. "my_class.cpp"

4. Libraries are under_scored e.g. "my_class.cpp"

5. Classes are CamelCase e.g. "MyClass"

6. Functions are camelCased e.g. "myFunction()"

7. Variables are under_scored e.g. "my_var"

8. Member Variables are under_scored with a trailing underscore e.g. "my_member_var_"

9. Global Variables are under_scored with a leading g_ added e.g. "g_my_global_var_"

10. Namespaces are under_scored e.g. "my_namespace"
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1.1.3 OW specific Naming

1. Code readability has higher priority than briefness.

2. Variable names for math expressions must follow the naming convention in Table 1.1,
where "Op" is the acronym for "Operator" and "Qual" for "Qualifier".

3. The proposed notation is case sensitive.

4. Operator order must follow table 1.2.

5. Qualifier notation must follow table 1.3.

Table 1.1: General naming convension for math notation.

Name Math Code

Scalar nameOp
Qual, index name<Op><Qual>< _>< [index]>

Vector Base
Op1

name
Op2

Qual, index name<Op1><Op2><Qual>< _frame>< _base>< _>< [index]>

Matrix
Op1

Name
Op2

Qual, index Name<Op1><Op2><Qual>< _>< [index]>

Homogeneous
Transformation

Frame
Base TnameOp

Qual, index Tname<Op><Qual>< _frame>< _base>< _>< [index]>

Table 1.2: Coding notation and order for operators.

Priority Name Math Code

1 Derivative •̇ P

2 Inverse •−1 or •† I

3 Transposed •> T

2 Variable glosary.
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Table 1.3: Coding notation for qualifiers.

Name Abbreviation Code Description

Reference ref Ref Reference value from abstract simplified model.

Desired d D Desired quantity to be tracked by controller.

Real real Real Real quantity from sensor data.

Commanded cmd Cmd Value commanded to the actuators.

Math Code Name
q q Joint state

qreal qReal Real joint state

qcmd qCmd Commanded joint state

WxFd
XD_f_w Desired position of f wrt w

WẋFd
XDP_f_w Desired velocity of f wrt w

WẍFd
XDPP_f_w Desired acceleration of f wrt w
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1 Module Description

Last Footstep

FSPM
FSM

initial
foot step

USER

Current step

Figure 1.1: Foot Step Planner module: This module generates a set of footsteps from user ve-
locity commands and adapts them according to the real footstep execution data.

The footstep planner generates a number of steps ahead proposing feasible footholds de-
fined by the robot’s kinematic parameters. The plan is generated from velocity commands de-
fined by the user. The footstep planner also updates the plan when the step execution differs
from the original plan. This could happen when the terrain conditions move the foot land-
ing motion to a different location. Then the modified location is used to re-plan the following
steps.
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2 Module Connections

2.1 Inputs

Symbol Name Type Description

vc ∈R6 Velocity Command CartesianVelocity Velocity command for the x−y plane including rotation
ω. The OpenWalker framework uses this module input to
compute a feasible set of future footholds which enforce
the walking execution to follow the velocity command.

FS Last Footstep FootStep The end position of the last executed footstep. The
OpenWalker framework uses this module input to adjust
the plan of footsteps according to the actual execution of
them.

2.2 Outputs

Symbol Name Type Description

{FSi} Footstep List FootStepList A list containing the planned footsteps.

2.3 Inter-Connections

This module can receive the input from any publisher of geometry_msgs/Twist mes-
sages, for example the teleop_tools packages. The Last Footstep is received from the Foot
Trajectory Generator (FTG).

The output will provide the reference way-points for the DCM planner and the Foot Tra-
jectory Generator (FTG).

2.4 Common Methods

There are several algorithmic methods for footstep planning using different sensors and
map information. Some examples are the obstacle avoiding planner used in the humanoid
robot ASIMO [1], the dynamic programming approach in [2], or the LIDAR based ROS packages
footstep_planner and visir_footstep_planner.
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1 Module Description

RRM

Interface 
to

Robot

Figure 1.1: Real Robot module: This module implements the interface to the real robot.

The Real Robot module (RRM) implements the interface to the real robot. This module
acquires all the available information provided by the sensors of the real robot and sends com-
mands to the actuators of the robot. The RRM abstracts robot specific procedures for reading its
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sensors and write commands to its actuators. Commands and sensor information are provided
in the data types of the OpenWalker project and interfaces structure and control the access to
the information. The module manages the access to the robot’s sensors and actuators and ho-
mogenizes the exchanged information. As a result, all modules of the OpenWalker project can
access different robots in the same way using the same data types. The common access eases
development and maintenance.

2 Module Connections

2.1 Inputs

Symbol Name Type Description

qc ∈RDOF Commanded Joint Position JointPosition This vector contains the next commanded joint positions
for all the joints of the robot. The OpenWalker frame-
work uses this module input to send position commands
to the position controlled real robot.

2.2 Outputs

Symbol Name Type Description

ẍimu ∈R3 IMU Linear Acceleration LinearAcceleration This vector contains the linear acceleration measured by the Iner-
tial Measurement Unit (IMU) sensor of the robot. The OpenWalker
framework can use this module output for model based state esti-
mations.

Qimu ∈R4 IMU Angular Position AngularPosition This vector contains the angular position in quaternion measured
by the Inertial Measurement Unit (IMU) sensor of the robot. The
OpenWalker framework can use this module output for model
based state estimations.

ωimu ∈R3 IMU Angular Velocity AngularVelocity This vector contains the angular velocity in quaternion measured
by the Inertial Measurement Unit (IMU) sensor of the robot. The
OpenWalker framework can use this module output for model
based state estimations.

LFT = LW ∈R6 FT Left Foot Wrench ForceTorqueSensor This vector contains the wrench measured by the force torque sen-
sor in the left foot of the robot. The OpenWalker framework can
use this module output for the Zero-Moment-Point estimation.

RFT = RW ∈R6 FT Right Foot Wrench ForceTorqueSensor This vector contains the wrench measured by the force torque sen-
sor in the right foot of the robot. The OpenWalker framework can
use this module output for the Zero-Moment-Point estimation.

q ∈RDOF Real Robot Joint Positions JointPosition This vector contains the real joint positions of the robot. The
OpenWalker framework uses this module output to compute the
forward kinematics of the real robot.

q̇ ∈RDOF Real Robot Joint Velocities JointVelocity This vector contains the real joint velocities of the robot. The
OpenWalker framework uses this module output to compute the
forward kinematics of the real robot.

q̈ ∈RDOF Real Robot Joint Accelerations JointAcceleration This vector contains the real joint accelerations of the robot. The
OpenWalker framework uses this module output to compute the
forward kinematics of the real robot.

τq ∈RDOF Real Robot Joint Torques JointEffort This vector contains the real joint torques of the robot. The Open-
Walker framework can use this module output to monitor the joint
torques of the real robot.

qc ∈RDOF Commanded Robot Joint Positions JointPosition This vector contains the currently commanded joint positions of
the robot. The OpenWalker framework uses this module output to
compute the forward kinematics of the commanded robot.

q̇c ∈RDOF Commanded Robot Joint Velocities JointVelocity This vector contains the currently commanded joint velocities of
the robot. The OpenWalker framework uses this module output to
compute the forward kinematics of the commanded robot.

q̈c ∈RDOF Commanded Robot Joint Accelerations JointAcceleration This vector contains the currently commanded joint accelerations
of the robot. These are numerically computed by deriving qc. The
OpenWalker framework uses this module output to compute the
forward kinematics of the commanded robot.
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2.3 Inter-Connections

The RRM is connected to the two forward kinematics modules (FKMs) and provides the
real and commanded joint positions, velocities, and acceleration to these modules. The real
and commanded FKM need this information to compute/update the forward kinematics. The
RRM also provides the IMU measurements to the Center-of-Mass module (CoMM), the Zero-
Moment-Point module (ZMPM), and the Balancer module (BM) to provide additional infor-
mation for state estimators. Additionally the RRM provides the FT sensor measurements to the
ZMPM which filters the measurements. These filtered FT sensor measurements are then used
by the ZMPM itself and provided to other modules.

2.4 Common Methods

This module is a pure interface module and thus does not need any mathematical, physi-
cal, or robotical models to compute its outputs. The main tasks of the RRM module are access
management, type conversions, and structuring of information.
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1 Module Description
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Figure 1.1: Forward Kinematics module: This module implements the forward kinematics for
the robot.

The Forward Kinematics module (FKM) computes the forward kinematics of the robot.
The OpenWalker framework employs two FKMs, one for computing the forward kinematics for
the real robot, and one for the commanded robot. The forward kinematics maps the joint posi-
tion space into the Cartesian space, i.e. for a given set of joint positions, the forward kinematics
computes the Carthesian position (linear position and angular position) of a given end-effector.
The forward kinematics of the real robot uses the robot’s joint sensor measurements (q, q̇, and
q̈) as input to compute the Carthesian positions of end-effectors of the real robot. Correspond-
ingly, the forward kinematics of the commanded robot uses the commanded joint positions
(qc, q̇c, and q̈c) to compute the Carthesian positions of end-effectors of the commanded robot.
The OpenWalker framework uses the real and commanded Carthesian end-effector positions
to compute offsets which the frameworks uses to compensate the error between where it com-
manded the end-effectors and where they actually are.

Since the rigid multi body system (MBS) of the robot is the same for the real and the com-
manded robot the OpenWalker framework needs to realize only one FKM, which is then im-
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plemented and connected once to the real joint positions and once to the commanded joint
positions.

The OpenWalker framework requires the Carthesian position, velocities, and accelerations
of three end-effectors, namely the left and right foot, and the center-of-mass (CoM) of the
whole robot, with respect to the world. The FKM implementations provide this information
to other modules of the OpenWalker project.

2 Module Connections

2.1 Inputs

Symbol Name Type Description

q ∈RDOF Real Robot Joint Positions JointPosition This vector contains the real joint positions of the robot.
The OpenWalker framework uses this module input to
compute the forward kinematics of the real robot.

q̇ ∈RDOF Real Robot Joint Velocities JointVelocity This vector contains the real joint velocities of the robot.
The OpenWalker framework uses this module input to
compute the forward kinematics of the real robot.

q̈ ∈RDOF Real Robot Joint Accelerations JointAcceleration This vector contains the real joint accelerations of the
robot. The OpenWalker framework uses this module in-
put to compute the forward kinematics of the real robot.

qc ∈RDOF Commanded Robot Joint Positions JointPosition This vector contains the currently commanded joint po-
sitions of the robot. The OpenWalker framework uses
this module input to compute the forward kinematics of
the commanded robot.

q̇c ∈RDOF Commanded Robot Joint Velocities JointVelocity This vector contains the currently commanded joint ve-
locities of the robot. The OpenWalker framework uses
this module input to compute the forward kinematics of
the commanded robot.

q̈c ∈RDOF Commanded Robot Joint Accelerations JointAcceleration This vector contains the currently commanded joint ac-
celerations of the robot. The OpenWalker framework
uses this module input to compute the forward kinemat-
ics of the commanded robot.
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2.2 Outputs

FK of the Real Robot

Symbol Name Type Description

L
WT ∈R4×4 Left Foot Coordinate Frame HomogeneousTransformation This homogeneous transformation matrix transforms coordinates

in the left foot coordinate frame L to the world coordinate frame
W.

R
WT ∈R4×4 Right Foot Coordinate Frame HomogeneousTransformation This homogeneous transformation matrix transforms coordinates

in the right foot coordinate frame R to the world coordinate frame
W.

M
WT ∈R4×4 CoM Coordinate Frame HomogeneousTransformation This homogeneous transformation matrix transforms coordinates

in the CoM coordinate frame M to the world coordinate frame W.

WẊL ∈R6 Left Foot Velocity CartesianVelocity This vector contains the linear and angular velocities of the left
foot L with respect to the world coordinate frame W.

WẊR ∈R6 Right Foot Velocity CartesianVelocity This vector contains the linear and angular velocities of the right
foot R with respect to the world coordinate frame W.

WẊM ∈R6 CoM Velocity CartesianVelocity This vector contains the linear and angular velocities of the CoM
with respect to the world coordinate frame W.

WẌL ∈R6 Left Foot Acceleration CartesianAcceleration This vector contains the linear and angular accelerations of the left
foot L with respect to the world coordinate frame W.

WẌR ∈R6 Right Foot Acceleration CartesianAcceleration This vector contains the linear and angular accelerations of the
right foot R with respect to the world coordinate frame W.

WẌM ∈R6 CoM Acceleration CartesianAcceleration This vector contains the linear and angular accelerations of the
CoM with respect to the world coordinate frame W.

FK of the Commanded Robot

Symbol Name Type Description
Lc
WT ∈R4×4 Left Commanded Foot Coordinate

Frame
HomogeneousTransformation This homogeneous transformation matrix transforms coordinates

in the left commanded foot coordinate frame L to the world coor-
dinate frame W.

Rc
W T ∈R4×4 Right Commanded Foot Coordinate

Frame
HomogeneousTransformation This homogeneous transformation matrix transforms coordinates

in the right commanded foot coordinate frame R to the world co-
ordinate frame W.

Mc
W T ∈R4×4 CoM Commanded Coordinate Frame HomogeneousTransformation This homogeneous transformation matrix transforms coordinates

in the CoM commanded coordinate frame M to the world coordi-
nate frame W.

WẊLc
∈R6 Left Commanded Foot Velocity CartesianVelocity This vector contains the linear and angular velocities of the left

commanded foot L with respect to the world coordinate frame W.

WẊRc
∈R6 Right Commanded Foot Velocity CartesianVelocity This vector contains the linear and angular velocities of the com-

manded right foot R with respect to the world coordinate frame W.

WẊMc
∈R6 CoM Commanded Velocity CartesianVelocity This vector contains the linear and angular velocities of the com-

manded CoM with respect to the world coordinate frame W.

WẌLc
∈R6 Left Commanded Foot Acceleration CartesianAcceleration This vector contains the linear and angular accelerations of the

commanded left foot L with respect to the world coordinate frame
W.

WẌRc
∈R6 Right Commanded Foot Acceleration CartesianAcceleration This vector contains the linear and angular accelerations of the

commanded right foot R with respect to the world coordinate
frame W.

WẌMc
∈R6 CoM Commanded Acceleration CartesianAcceleration This vector contains the linear and angular accelerations of the

commanded CoM with respect to the world coordinate frame W.

2.3 Inter-Connections

The inputs of the FKMs are connected to the outputs of the Real Robot Module (RRM)
which provides the joint positions, velocities, and accelerations of the real and the commanded
robot. The outputs of FKMs (real and commanded) are connected to modules that require
the Cartesian positions, velocities, and accelerations of the left/right foot and the CoM end-
effectors with respect to the world. The real FKM is connected to

• the Zero-Moment-Point Module (ZMPM),

• the Center-of-Mass Module (CoMM) for the real robot, and
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• the Foot Compliance Model Module (FCMM).

The commanded FKM is connected to

• the Center-of-Mass Module (CoMM) for the commanded robot, and

• the Foot Trajectory Generator Module (FTGM).

The ZMPM module uses L
WT, R

WT, M
WT, and WẊM in combination with information of the

foot FT sensors and the IMU to compute the linear position, and velocity, of the Zero-Moment-
Point (ZMP). The CoMMs (real and commanded) fuse M

WT and WẊM with IMU information in
a model based filter to estimate the Cartesian position and velocity of the CoM and the linear
position and velocity of the capture point (CP). The FCMM requires L

WT, R
WT, WẊL, and WẊR

compute the homogeneous transformation for the offset of the feet coordinate frames. The
FTGM requires Lc

WT and Rc
W T to compute the reference Cartesian positions, velocities, and accel-

erations of the feet.

2.4 Common Methods

This module uses kinematic parameters such as joint properties (location, type), and link
properties (location, length) to build up a rigid multi body system (MBS) that represents the
kinematic model of the robot. The MBS is a tree of links and joints where the joints connect
links. Relative spatial transformations between links and joints describe the spatial relation be-
tween parent and child links. Then the transformation of all coordinate frames within the MBS
can be computed with respect to a reference coordinate frame by traveling along the branches
of the tree and chaining up relative transformations between parent and child links. This re-
cursive method of computing the transformations of link coordinate frames with respect to a
reference coordinate frame has in contrast to the symbolic code generation method the ad-
vantage that existing models can be extended and more easily analyzed [1]. Furthermore, the
recursive method does not require the complex generation of code from symbolic expressions.
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1 Module Description

ZMPM

Filter

IMPL

FT

FT

Figure 1.1: Zero Moment Point module: This module implements the local zmp estimation for
each leg and the combined legs Wp, Lp, and Rp, respectively.

The Zero Moment Point module (ZMPM) estimates the local Zero Moment Points (ZMP)
for each foot and the global ZMP for both feet, Wp, Lp, and Rp, respectively. The ZMP is an im-
portant concept for dynamics and control of legged locomotion, e.g., for humanoid robots. It
specifies the point where the dynamic reaction forces at the contact of the foot with the ground
does not produce any moment in the horizontal direction, i.e. the point where the total of
horizontal inertia and gravity forces are in equilibrium. This module requires kinematic in-
formation of the feet, dynamic information of the Center of Mass (CoM), and ground reaction
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forces, which can be obtained with Force/Torque (FT) sensors, for example, mounted on the
feet. The ZMP calculation can be extended using IMU sensors as well. The information ob-
tained from the ZMP analysis is extremely important for balance, which is the highest priority
task for legged robots. This module also filters the signals of the FT sensors, which are used by
other components of the OpenWalker framework.

2 Module Connections

2.1 Inputs

Symbol Name Type Description

L
WT ∈R4×4 Left Foot Pose HomogeneousTransformation This matrix represents the pose of the left foot with re-

spect to the world coordinate frame (wcf).
R
WT ∈R4×4 Right Foot Pose HomogeneousTransformation This matrix represents the pose of the right foot with re-

spect to the world coordinate frame (wcf).
M
WT ∈R4×4 Real Robot CoM Pose HomogeneousTransformation This matrix represents the pose of the real CoM with re-

spect to the world coordinate frame (wcf).

WẋM ∈R6 Real Robot CoM Velocities CartesianVelocity This vector contains the real CoM velocities of the robot.

LFT ∈R6 Left Foot FT ForceTorqueSensor This vector contains the signals of the force/torque sen-
sor mounted on the left foot.

RFT ∈R6 Right Foot FT ForceTorqueSensor This vector contains the signals of the force/torque sen-
sor mounted on the right foot.

IMU ∈R10 IMU information ImuSensor This vector contains the IMU sensor information which
includes Cartesian acceleration, angular position (in
Quaternions), and angular velocity of the hip/torso.

2.2 Outputs

Symbol Name Type Description

LFTf ∈R6 Filtered Left Foot FT ForceTorqueSensor This vector contains the signals of the filtered force/torque sensor
mounted on the left foot.

RFTf ∈R6 Filtered Right Foot FT ForceTorqueSensor This vector contains the signals of the filtered force/torque sensor
mounted on the right foot.

Wp ∈R3 Zero Moment Point ZeroMomentPoint This vector represents the combined zero moment point with re-
spect to the world coordinate frame.

Wṗ ∈R3 Zero Moment Velocity ZeroMomentPointP This vector represents the time derivative of the combined zero
moment point with respect to the world coordinate frame.

Wp̈ ∈R3 Zero Moment Acceleration ZeroMomentPointPP This vector represents the 2nd time derivative of the combined
zero moment point with respect to the world coordinate frame.

Lp ∈R3 Left Foot Zero Moment Point ZeroMomentPoint This vector represents the zero moment point with respect to the
left foot coordinate frame.

Lṗ ∈R3 Left Foot Zero Moment Velocity ZeroMomentPointP This vector represents the time derivative of the zero moment
point with respect to the left foot coordinate frame.

Lp̈ ∈R3 Left Foot Zero Moment Acceleration ZeroMomentPointPP This vector represents the 2nd time derivative of the zero moment
point with respect to the left foot coordinate frame.

Rp ∈R3 Right Foot Zero Moment Point ZeroMomentPoint This vector represents the zero moment point with respect to the
right foot coordinate frame.

Rṗ ∈R3 Right Foot Zero Moment Velocity ZeroMomentPointP This vector represents the time derivative of the zero moment
point with respect to the right foot coordinate frame.

Rp̈ ∈R3 Right Foot Zero Moment Acceleration ZeroMomentPointPP This vector represents the 2nd time derivative of the zero moment
point with respect to the right foot coordinate frame.

2.3 Inter-Connections

The inputs of the ZMPM come from different sources. The RRM provides the FT sensors
information and the IMU sensor information, LFT, RFT, IMU, respectively. The poses of the
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feet and the CoM with respect to the world coordinate frame
(

L
WT, R

WT, M
WT

)
as well as the CoM

velocity (WẋM) are provided by the FKM, using the real robot joint states
(
q, q̇, q̈

)
.

This ZMPM provides the information of the combined zmp
(

Wp
)

and its time-derivative(
Wṗ

)
for the balancer (BM), and the filtered FT sensor signals

(
LFTf, LFTf

)
to compute the com-

pliance of the feet in the FCM.

2.4 Common Methods

2.4.1 ZMP

The standard method to compute the ZMP is based directly on the FT sensor information
of each foot [1].

First, the ZMP of each foot should be calculated:

Fpx =
−Fµy − Ffx dF

Ffz
(2.1)

Fpy =
−Fµx − Ffy dF

Ffz
(2.2)

Fp =
[

Fpx, Fpy, 0
]>

(2.3)

where F = {L, R}, FFT = [
Ff, Fµ

]
, and dF is the FT sensor offset of the foot F.

The ZMP of both feet is combined and represented with respect to the world coordinate
frame. To this aim, first, we project each ZMP to the world coordinate frame (wcf) using the
orientation of each feet w.r.t the wcf, F

WR ∈ SO(3), which is obtained from the feet pose F
WT ∈

R4×4.

WpF = F
WR Fp (2.4)

Finally, each projected ZMP,
(

WpF

)
with F = {L, R}, is combined to produce the global ZMP

w.r.t the wcf.

Wpx =
WpR,x WfR,z +WpL,x WfL,z

WfL,z +WfR,z

(2.5)

Wpy =
WpR,y WfR,z +WpL,y WfL,z

WfL,z +WfR,z

(2.6)

2.4.2 2nd Order Filtering

To filter the FT sensor signals, we can use a second order filter, for example, Butterworth
filter [2]. This filter can be computed as:

xf,k = b0 xk +b1 xk−1 +b2 xk−2 −a1 xf,k−1 −a2 xf,k−2 (2.7)

where ai and bj are the filter coefficients that depend on the cutoff frequency fc as:
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b0 =
T 2 w2

c

d
(2.8)

b1 =
T 2 2 w2

c 0

d
(2.9)

b2 =
T 2 w2

c

d
(2.10)

a0 = 1.0 (2.11)

a1 =
T 2 2 w2

c −8

d
(2.12)

a2 =
T 2 w2

c −2
p

2T wc +4

d
(2.13)
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1 Module Description

CoMM

CoM_real

Model Based
Filter

e.g. KF

CP

CoM_cmd

CoMM

Model Based
Filter

e.g. KF

CP

CP
"Capture Point"

Figure 1.1: Center of Mass module: This module implements the center of mass estimation for
the lower body of the robot, and computes the Capture point (CP) Wζ.

The Center of Mass module (CoMM) estimates the state of the Center of Mass (CoM) of the
lower body of the robot using a model-based estimator, e.g. Kalman Filter [2]. This estimator
uses as an input the Cartesian position and velocity of the CoM obtained from the joint sates
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and the dynamic library (KDL/RBDL/KINDR), fused with the information from an IMU. The
OpenWalker framework employs two CoMMs, one for computing the CoM of the real robot,
and one for the commanded robot. The joint states of both robots can differ depending on the
conditions of the environment.

The second task of this module is the real-time computation of the Divergent Compo-
nent of Motion (DCM), also known as Capture Point (CP)[3]. The DCM is a major concept that
has been applied to walking and running pattern generation. This CP most be computed for
both the real and the commanded robot models. The CoM calculation of the real robot uses
the Homogeneous transformation of the CoM w.r.t the world coordinate frame (wcf), M

WT, the
Cartesian velocity of the CoM, WẋM, and the IMU information1. Correspondingly, the CoM of

the commanded robot uses the commanded CoM position and velocity, Mc
W T and WẋMc

, respec-
tively. The OpenWalker framework uses the real and commanded CoM state in the Balancer
(BM) to produce adequate hip offsets to keep the balance of the robot.

Since the rigid multi body system (MBS) of the robot is the same for the real and the com-
manded robot the OpenWalker framework needs to realize only one CoMM, which is then im-
plemented and connected to the real Cartesian state, and to the commanded Cartesian state.

2 Module Connections

2.1 Inputs

Symbol Name Type Description

M
WT ∈R4×4 Real Robot CoM Pose HomogeneousTransformation This matrix represents the pose of the real CoM with re-

spect to the world coordinate frame (wcf).

WẋM ∈R6 Real Robot CoM Velocities CartesianVelocity This vector contains the real CoM velocities of the robot.

IMU ∈R10 IMU information ImuSensor This vector contains the IMU sensor information which
includes Cartesian acceleration, angular position (in
Quaternions), and angular velocity of the hip/torso.

Mc
W T ∈R4×4 Commanded Robot CoM Pose HomogeneousTransformation This matrix represents the pose of the commanded CoM

with respect to the world coordinate frame (wcf).

WẋMc
∈R6 Commanded Robot CoM Velocities CartesianVelocity This vector contains the commanded CoM velocities of

the robot.

IMU ∈R10 IMU information ImuSensor This vector contains the IMU sensor information which
includes Cartesian acceleration, angular position (in
Quaternions), and angular velocity of the hip/torso.

2.2 Outputs

CoM of the Real Robot

Symbol Name Type Description

WXM,f ∈R6 Real robot filtered CoM pose CartesianPosition This vector represents the filtered pose (position and orientation)
of the real CoM.

WẊM,f ∈R6 Real robot filtered CoM velocity CartesianVelocity This vector represents the filtered Cartesian velocity (linear and
angular) of the real CoM.

Wζ ∈R3 Real robot 3D Capture Point DivergentComponentOfMotion This vector represents the DCM position of the real robot.

Wζ̇ ∈R3 Real robot 3D Capture Point velocity DivergentComponentOfMotionP This vector represents the DCM velocity of the real robot.

1Usually the IMU sensor is located either in the hip or the torso of the robot.
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CoM of the Commanded Robot

Symbol Name Type Description

WXMc, f ∈R6 Commanded Robot filtered CoM pose CartesianPosition This vector represents the filtered pose (position and orientation)
of the commanded CoM.

WẊMc, f ∈R6 Commanded Robot filtered CoM ve-
locity

CartesianVelocity This vector represents the filtered Cartesian velocity (linear and
angular) of the commanded CoM.

Wζc ∈R3 Commanded robot 3D Capture Point DivergentComponentOfMotion This vector represents the DCM position of the commanded robot.

Wζ̇c ∈R3 Commanded robot 3D Capture Point
velocity

DivergentComponentOfMotionP This vector represents the DCM velocity of the commanded robot.

2.3 Inter-Connections

The inputs of the CoMM are connected to the outputs of the Forward Kinematic Model
(FKM) which provides the pose and velocity of the CoM of the real and commanded robot. The
CoMM input also is connected to the Real Robot Module (RRM) which provides a hardware in-
terface for the IMU sensor. The outputs of CoMM (real and commanded) are directly connected
to the Balancer module (BM).

2.4 Common Methods

The two main tasks of this module is the CoM state estimation and the computation of the
DCM.

2.4.1 CoM Estimation

The general description of the state estimation is defined by [2]. This can be summarized
as: Prediction of the state estimate:

X̂k|k−1 = Fk X̂k|k−1 + Bk uk (2.1)

Prediction of the estimate covariance:

Pk|k−1 = Fk Pk−1|k−1 F>
k + Qk (2.2)

Innovation of the residual:
ỹk = zk − Hkx̂k|k−1 (2.3)

Innovation of the covariance:
Sk = Hk Pk|k−1 H>

k + Rk (2.4)

Optimal Kalman gain:
Kk = Pk|k−1 H>

k S−1
k (2.5)

update the state estimate
x̂k|k = x̂k|k−1 +Kk ỹk (2.6)

update of covariance:
Pk|k = (I−Kk Hk) Pk|k−1 (2.7)

with the updated residual as:
ỹk|k = zk −Hk x̂k|k (2.8)
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2.4.2 DCM

The CP is a characteristic point of the linear inverted pendulum model. It was designed
to address a question of push recovery: where should the robot step (instantaneously) to elim-
inate linear momentum mṗG and come (asymptotically) to a stop (See Fig. 1.1)? The general
equation to compute the DCM is given by:

Wζ = WxM −b WẋM (2.9)

where Wζ = W

[
ζx, ζy, ζz

]>
is the DCM, WxM = W

[
x, y, z

]> and WẋM = W
[
ẋ, ẏ , ż

]> are the CoM

position and velocity and b > 0 is the time-constant of the DCM dynamics [3].
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1 Module Description

DCMPSM
leng=horizon

Figure 1.1: DCM Planner module: This module generates a set of way points for the Divergent
Component of Motion (also known as Capture Point) controller, from the planned
footsteps.

This module receives the planned feasible footsteps and computes the way points for the
Divergent Component of Motion (DCM) dynamics for a stable walking motion. These points
describe the transitions between one footstep to the next for the DCM which define an attrac-
tor point for the Center of Mass dynamics using the Linear Inverted Pendulum Model. These
points also include the initial and final point of the double support phase used to smooth dis-
continuities on the DCM trajectory.

The computed DCM points for the i -th step (DCMPSi) are the Virtual Repellent Point
ri ∈ R3, the step Capture Point ζi ∈ R3, the initial Capture Point for the double support phase
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ζDS,ini, i ∈ R3, the final Capture Point for the double support phase ζDS,final, i ∈ R3, the initial

Capture Point velocity for the double support phase ζ̇DS,ini, i ∈R3, the final Capture Point veloc-

ity for the double support phase ζ̇DS,final, i ∈R3.
This module must update the planned way points every time that the footstep plan is

changed. However, the computation of these points is not very demanding for a reduced num-
ber of steps ahead. The algorithms to compute DCM way points require a minimum plan of 4
steps ahead of the current executed step.

2 Module Connections

2.1 Inputs

Symbol Name Type Description

{FSi} Footstep List FootStepList A list containing the planned footsteps, where

FSi =
[

XFS, i, li, si, ni

]
with XFS, i =

[
xFS, i, QFS, i

]

2.2 Outputs

Symbol Name Type Description

{DCMPSi} DCM Point Set List DCMPointSet A list containing the DCM way points needed to execute
the planned footsteps, where

DCMPSi =
[

ri, ζi, ζDS,ini, i, ζDS,final, i, ζ̇DS,ini, i, ζ̇DS,final, i

]

2.3 Inter-Connections

This module receives the list of planned footsteps from the Footstep Planner (FSP) mod-
ule. This port is shared with the Foot Trajectory Generator (FTG) module. The output of the
DCMP module is connected to the CoM Trajectory Generator module.

2.4 Common Methods

There are different ways of generating stable walking motions. The most simple method
considers an instantaneous double support phase and instantaneous foot transitions [1]. The
process starts with a set of n foot locations from the footstep plan. Then, for the i -th foot
location xFS, i, a virtual repellent point is defined as

ri = xFS, i +
[
0 0 zM

]>
(2.1)

where zM is the defined height for the CoM. Then, the i -th way point for the DCM can be
computed as

ζi = ri+1 +e−ωtstep
(
ζi+1 − ri+1

)
(2.2)

ζ̇i = −ω tstep e−ωtstep
(
ζi+1 − ri+1

)
(2.3)
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where ω =
√

g
zM

is the natural frequency of the LIPM and tstep is the step time defined in

the walking parameters.
The minor index in the left side of (2.3) than in the right side means that these points

must be computed from the last footstep in the plan to the current step. This also requires that
ζn = r n (the last planned step).

The instantaneous foot transitions result in discontinuous DCM trajectories which pro-
duce high tangential ground reaction forces on the standing foot. This condition is prone to
foot skidding. To reduce these effects, one strategy to smooth the DCM trajectories is to intro-
duce a continuous transition in a double support phase [3]. To achieve this, an initial and final
way point for the double supporting phase must be computed as

ζDS,ini, i = ri−1 +e−0.5ωtDS
[
ζi − ri−1

]
(2.4)

ζ̇DS,ini, i = −ω tstep e−0.5ωtDS
[
ζi − ri−1

]
(2.5)

ζDS,final, i = ri +e0.5ωtDS
[
ζi − ri

]
(2.6)

ζ̇DS,final, i = −ω tstep e0.5ωtDS
[
ζi − ri

]
(2.7)

where tDS is the double support time defined in the walking parameters. A generalization
of these methods for uneven terrain is described in [3].
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1 Module Description

FTGM

Single Support

samples

steady state

trajectory 
samples

Figure 1.1: Foot Trajectory Generator: This module generates reference trajectories for the
single-support phase.

The Foot Trajectory Generator module (FTG) constructs minimum jerk trajectories for the
feet. These foot trajectories are then tracked by a controller during the single-support phase of
the gait cycle. Generating smooth continuous trajectories is achieved by interpolating between
the current foot pose and the next support foot pose.
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2 Module Connections

2.1 Inputs

Symbol Name Type Description
Lc
WT ∈R4×4 Left Foot Coordinate Frame HomogeneousTransformation This homogeneous transformation matrix transforms coordinates

in the left foot ankle coordinate frame L to the world coordinate
frame W.

Rc
W T ∈R4×4 Right Foot Coordinate Frame HomogeneousTransformation This homogeneous transformation matrix transforms coordinates

in the right foot ankle coordinate frame R to the world coordinate
frame W.

FSlast Next Footstep FootStep The end position of the next footstep that gets executed.

2.2 Outputs

Symbol Name Type Description

WXLr
∈R7 Left Foot Pose CartesianPosition This vector contains the linear and angular reference position of

the left foot ankle L with respect to the world coordinate frame W.

WXRr
∈R7 Right Foot Pose CartesianPosition This vector contains the linear and angular reference position of

the right foot ankle R with respect to the world coordinate frame
W.

WẊLr
∈R6 Left Foot Velocity CartesianVelocity This vector contains the linear and angular reference velocities of

the left foot ankle L with respect to the world coordinate frame W.

WẊRr
∈R6 Right Foot Velocity CartesianVelocity This vector contains the linear and angular reference velocities of

the right foot ankle L with respect to the world coordinate frame
W.

WẌLr
∈R6 Left Foot Acceleration CartesianAcceleration This vector contains the linear and angular accelerations of the left

foot ankle L with respect to the world coordinate frame W.

WẌRr
∈R6 Right Foot Acceleration CartesianAcceleration This vector contains the linear and angular accelerations of the

right foot ankle R with respect to the world coordinate frame W.

2.3 Inter-Connections

The first input of the FTG is connected to the output of the Foot Step Planner (FSP) which
provides information about the next foot step to be executed. The second input of the FTG
is connected to the Forward Kinematics Module (FKM). This connections provides the current
pose of the left and right foot ankle with respect to the world coordinate frame.

The outputs of the FTG contain the interpolated feet trajectories tracked during the single-
support phase. This includes the reference foot ankle position, velocity and acceleration. The
FTG output is connected to the Foot Compliant Module (FKM) and Command Generator (CG).

2.4 Common Methods

Several algorithms exist to construct minimal jerk foot trajectories. Traditionally, foot tra-
jectories are generated by polynomial interpolation with start and end boundary conditions of
zero velocities and accelerations.
When there are various foot constrains such as ground conditions or obstacles, the order of
these polynomials is too high and may oscillate. This problem can be avoided by utilizing cu-
bic spline interpolation [1]. With this method foot trajectories are constructed of piecewise
third-order polynomials which pass though a set of control points at chosen velocities. An ad-
vantage of spline trajectories is that intermediate control points can be easily shifted to deal
with various obstacles during the stepping motion.

This project has received funding from the European Union’s Horizon 2020 research and
innovation programme under grant agreement No 732287.

2



OpenWalker Project

References

[1] Verrelst, Bjorn and Stasse, Olivier and Yokoi, Kazuhito and Vanderborght, Bram, Dynam-
ically stepping over obstacles by the humanoid robot HRP-2. 6th IEEE-RAS International
Conference on Humanoid Robots, 2006.

This project has received funding from the European Union’s Horizon 2020 research and
innovation programme under grant agreement No 732287.

3



OpenWalker Project

TUM Institute for Cognitive Systems (ICS)

OpenWalker

Module Description: CoM Trajectory Generator
(CoMTGM)

Rogelio Guadarrama-Olvera, Emmanuel Dean, Florian Bergner,
Simon Armleder, and Gordon Cheng

February 14, 2020

1 Module Description

CoMTGM

Figure 1.1: CoM Trajectory Generator module: This module generates a smooth reference tra-
jectory for the center of mass by resolving the Divergent Component of Motion
Dynamics.

This module receives the planned set of Divergent Component of Motion (DCM) way
points and interpolates a smooth trajectory for both the DCM and the Center of Mass (CoM).
The trajectories are generated following the DCM dynamics of the Linear Inverted Pendulum
Model (LIPM). This module shifts the current way point to the next every time a step is fin-
ished, keeping the transition from one to the other continuous and smooth. The DCM moves
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between the Virtual Repellent Points (VRP) and the CoM follows it with the natural dynamics
of the LIPM. While the CoM is a point in space, a common practice to consider whole-body
angular momentum is to consider a virtual rigid body at the CoM with the same orientation of
the base link (commonly the hip or the torso).

The computed trajectories are the reference Zero Moment Point with respect to the world

Wpr ∈R3, the reference DCM and its derivative with respect to the world Wζr, Wζ̇r ∈R3, the ref-
erence CoM position and the orientation of the virtual link as an homogeneous transformation
with respect to the world Mr

W T ∈R4×4, the velocity of the virtual link WẊMr
∈R6.

2 Module Connections

2.1 Inputs

Symbol Name Type Description

{DCMPSi} DCP Point Set List DCMPointSetList A list containing the DCM way points needed to execute
the planned footsteps.

2.2 Outputs

Symbol Name Type Description

Wpr ∈R3 Reference ZMP ZeroMomentPoint Reference trajectory for the ZMP.

Wζr ∈R3 Reference DCM Position DivergentComponentOfMotion Reference trajectory for the DCM.

Wζ̇r ∈R3 Reference DCM Velocity DivergentComponentOfMotionP Derivative of the reference trajectory for the DCM.
Mr
W T ∈R4×4 Reference CoM Position HomogeneousTransformation Reference trajectory for the CoM. This includes both po-

sition and orientation of a virtual link located at the CoM
with the same oriantation of the base link.

WẊMr
∈R6 Reference CoM Velocity CartesianVelocity Derivative of the reference trajectory for the CoM. This

includes both linear and angular velocities of the base
link.

2.3 Inter-Connections

This module receives the list of planned DCM waypoints from the DCM planner module.
The outputs of this module is connected to the Balancer Module and the Command Generator
Module. The balance module uses all the outputs while the Command Generator module uses
only Mr

W T.

2.4 Common Methods

The dynamics of the LIPM are described by

ẍ =ω2 (
x−p

)
(2.1)

where x ∈R3 is the position of the CoM and ẍ ∈R3 its second derivative, p ∈R3 is the posi-

tion of the ZMP, and ω=
√

g

z
is the pendulum parameter which define its natural frequency.

The DCM is the result of a change of variable of the LIPM equation which is defined as
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ζ = x+ ẋ

ω
(2.2)

ζ̇ = ẋ+ ẍ

ω
(2.3)

with this representation, the equations 2.1 and 2.3 can be combined as

ẋ = −ω (x−ζ) (2.4)

ζ̇ = ω
(
ζ−p

)
(2.5)

From (2.4) it is clear that the CoM follows the DCM in a first order stable dynamic system.
However the dynamics of the DCM (2.5) are unstable. Nevertheless, these dynamics can be
used to generate a stable reference trajectory for walking the i -th step by solving (2.5) for a
constant p = ri.

Wζr = ri +e
ω

(
t−tstep

) (
ζi − ri

)
(2.6)

where ri is the i -th Virtual Repellent Point (VRP) and ζi is the i -th DCM point from the
way points planned by the DCMP module.

Finally, (2.4) can be numerically solved using (2.6) as

WxMr, i+1 = Wζr +e−ωt∆
(

WxMr, i −Wζr

)
(2.7)

where t∆ is the iteration period.
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1 Module Description

FCM

Virtual
MSD

Figure 1.1: Foot Compliant module: This module implements the local zmp estimation for each
leg and the combined legs Wp, Lp, and Rp, respectively.

The Foot Compliant module (FCM) allows to modify the foot trajectories based on the
conditions of the environment. The principal idea behind this module is to provide a compliant
behavior for the foot to cope with uncertainties in the terrain. This compliant behavior uses the
FT sensor information to generate offsets for the foot, which modify the nominal foot trajectory
generated by the FTGM. The compliant behavior is generated using a virtual admittance model
that is defined in the local foot coordinate frame. Admittance control is a standard control
method to map forces to motion using simple virtual mass-damper dynamic systems.
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estimates the local Zero Moment Points (ZMP) for each foot and the global ZMP for both
feet, Wp, Lp, and Rp, respectively. The ZMP is an important concept for dynamics and control of
legged locomotion, e.g., for humanoid robots. It specifies the point where the dynamic reaction
forces at the contact of the foot with the ground does not produce any moment in the horizon-
tal direction, i.e. the point where the total of horizontal inertia and gravity forces are in equi-
librium. This module requires kinematic information of the feet, dynamic information of the
Center of Mass (CoM), and ground reaction forces, which can be obtained with Force/Torque
(FT) sensors, for example, mounted on the feet. The ZMP calculation can be extended using
IMU sensors as well. The information obtained from the ZMP analysis is extremely important
for balance, which is the highest priority task for legged robots. This module also filters the
signals of the FT sensors, which are used by other components of the OpenWalker framework.

2 Module Connections

2.1 Inputs

Symbol Name Type Description

WXF ∈R7 Foot Pose CartesianPosition This vector represents the pose of the left and right feet
with respect to the world coordinate frame (wcf). The
orientation is represented as Quaternions.

WẊF ∈R6 Foot Velocity CartesianVelocity This vector represents the velocity of the foot with re-
spect to the world coordinate frame.

WẌF ∈R6 Foot Acceleration CartesianAcceleration This vector represents the acceleration of the foot with
respect to the world coordinate frame.

WXFr
∈R7 Reference Foot Pose CartesianPosition This vector represents the reference pose of the left and

right feet with respect to the world coordinate frame
(wcf). The orientation is represented as Quaternions.
This reference pose is obtained from a trajectory genera-
tor.

WẊFr
∈R6 Reference Foot Velocity CartesianVelocity This vector represents the reference velocity of the foot

with respect to the world coordinate frame.This refer-
ence pose is obtained from a trajectory generator.

WẌFr
∈R6 Reference Foot Acceleration CartesianAcceleration This vector represents the reference acceleration of the

foot with respect to the world coordinate frame.This ref-
erence pose is obtained from a trajectory generator.

LFT ∈R6 Left Foot FT ForceTorqueSensor This vector contains the signals of the force/torque sen-
sor mounted on the left foot.

RFT ∈R6 Right Foot FT ForceTorqueSensor This vector contains the signals of the force/torque sen-
sor mounted on the right foot.

2.2 Outputs

Symbol Name Type Description

F
WToff ∈R4×4 Global Foot Offset HomogeneousTransformation This homogeneous transformation provides the offset of the feet

relative to the world coordinate frame.
Fc
Fr

Toff ∈R4×4 Local Foot Offset HomogeneousTransformation This homogeneous transformation provides the offset of the com-
manded feet relative to the reference foot coordinate frame.

2.3 Inter-Connections

The inputs of the FCM come from the FTGM which provides reference trajectories for the

feet,
(

WXFr
, WẊFr

, WẌFr

)
, where F = {L, R}. The FKM produce the current foot state

(
WXF , WẊF, WẌF

)
.

Finally, the ZMPM provides the filtered FT sensor signals
(

FFTf

)
needed to compute the offsets.
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The generated offset will be used in CMDGENM to compute a commanded trajectory for the
feet.

2.4 Common Methods

2.4.1 Admittance based on Virtual Dynamics

The standard admittance method is based on a virtual mass-damping system, defined as
[1]:

M WẌv,F +βWẊv,F = WFTF +WWδ,F (2.1)

where M = M> is a mass matrix, β is the viscous friction diagonal matrix, and WFTF is the FT
sensor signals of the foot F, relative to the world coordinate frame. FW

δ
is a virtual attractor

wrench generated with the error between the current foot pose and the reference foot pose, i.e.

W∆XF = WXF −WXFr
(2.2)

This second order system can be integrated to generate virtual velocities and positions,

WẊFv
and WXFv

respectively. Finally, the offset between the reference frame pose

W∆Xoff = WXFr
−WXFv

(2.3)

is used to generate the pose matrices F
WToff and Fc

Fr
Toff.
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1 Module Description

BM

FK

COMZMP

ComTG

Figure 1.1: Balancer module: This module ensures the tracking of the reference CoM trajectory
while suppressing external disturbances to keep both standing and walking balance.
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This module implements controllers to enforce the convergence of the real walking states
(DCM, ZMP and CoM) to the reference trajectories. The desired states are computed from the
reference trajectories in the form of continuous offset which are later added to the reference on
the command generator module.

The module is composed by four controllers:

• DCM tracker: Computes a desired ZMP from the reference ZMP and the DCM error.

• ZMP tracker: Computes an offset to pull the CoM trajectory in order to track the desired
ZMP with the real ZMP.

• CoM Tracker: Computes an offset to pull the commanded CoM trajectory to follow the
reference CoM trajectory.

• IMU orientation controller: Computes a rotational offset fo correct the attitude of the
base link to the reference orientation.

All the outputs of these controllers are then combined in an offset homogeneous trans-
formation which will be used in the Command Generator module to compute the Command
poses.

2 Module Connections

2.1 Inputs

Symbol Name Type Description

Wpr ∈R3 Reference ZMP ZeroMomentPoint Reference trajectory for the ZMP.

Wζr ∈R3 Reference DCM Position DivergentComponentOfMotion Reference trajectory for the DCM.

Wζ̇r ∈R3 Reference DCM Velocity DivergentComponentOfMotion Derivative of the reference trajectory for the DCM.
Mr
W T ∈R4×4 Reference CoM Position HomogeneousTransformation Reference trajectory for the CoM. This includes both po-

sition and orientation of a virtual link located at the CoM
with the same oriantation of the base link.

WẊMr
∈R6 Reference CoM Velocity CartesianVelocity Derivative of the reference trajectory for the CoM. This

includes both linear and angular velocities of the base
link.

ẍimu ∈R3 IMU Linear Acceleration LinearAcceleration This vector contains the linear acceleration measured by
the Inertial Measurement Unit (IMU) sensor of the robot.

Qimu ∈R4 IMU Angular Position AngularPosition This vector contains the angular position in quaternion
measured by the Inertial Measurement Unit (IMU) sen-
sor of the robot.

Wp ∈R3 Real ZMP ZeroMomentPoint Real ZMP with respect to the world.

Wṗ ∈R3 Real ZMP velocity ZeroMomentPointP First derivative o real ZMP with respect to the world.

∈RζW3 Real DCM with respect to the world. DivergentComponentOfMotion Real position of the DCM with respect to the world.

Wζ̇ ∈R3 Reference DCM Velocity DivergentComponentOfMotionP Derivative of the real DCM with respect to the world.

M
WT ∈R4×4 Real CoM Position HomogeneousTransformation Real position of the CoM. This includes both position

and orientation of a virtual link located at the CoM with
the same oriantation of the base link.

WẊM ∈R6 Real CoM Velocity CartesianVelocity Derivative of the real trajectory of the CoM. This includes
both linear and angular velocities of the base link.
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2.2 Outputs

Symbol Name Type Description
CoMcmd
CoMr

Toff ∈R4×4 COM offset HomogeneousTransformation Offset needed on the COM commanded position to keep
balance and track the reference trajectories with the real
position.

Wζd ∈R3 Desired DCM Position DivergentComponentOfMotion Adjusted trajectory for the DCM to keep balance.

Wζ̇d ∈R3 Desired DCM Velocity DivergentComponentOfMotionP Adjusted velocity for the DCM to keep balance.

Wpd ∈R3 Desired ZMP ZeroMomentPoint Adjusted trajectory for the ZMP to keep balance and
track the desired DCM.

2.3 Inter-Connections

This module receives all the reference trajectories and their derivatives from the CoM tra-
jectory generator module (CoMTG), the IMU sensor data form the Real Robot module (RR),
the real ZMP and its derivative from the ZMP module, and all the output from the real CoM
module. The output of this module is connected to the Command generator module which
combines the offsets with the reference trajectories.

2.4 Common Methods

There are several techniques for biped balance control as shown in [1]. One simple method
to stabilize the LIPM model is to define a a proportional ZMP and CoM tracker in the form

WẋMd
= kzmp

(
Wp −WxM

)+kM

(
WxMr

−WxM

)
(2.1)

where kzmp,kM ∈R are positive gains. Another method is to stabilize the LIPM using LQR-
control which results in a control in the form

WẋMd
=−k1 Wp −k2 WxM −k3 WẋMr

(2.2)

where k1,k2,k3 ∈R are optimal gains tunned with LQR.
Finally, one las example is to adjust the desired ZMP position for tracking the reference

DCM as described in [2]

Wpd = kd Wζr −
(
kd −1

)
Wζ (2.3)

with kd < 0 ∈R. This desired ZMP can the be tracked with a simple PD as

WẋMd
= kzmp

(
Wp −Wpd

)+kd Wṗ (2.4)
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1 Module Description

CMDGENM

Figure 1.1: Command Generator: This module computes the commanded Cartesian pose for
both feet and the center of mass.
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The Command Generator module (CmdGen) computes the commanded Cartesian pose
for both feet and the center of mass. A command is constructed from a planned reference
pose that should be tracked by the robot and an offset that corrects for external disturbances
such as e.g. unknown ground conditions. The offset stores relative translational and rotational
corrections that are applied to the reference trajectory to ensure tracking.
Finally, the commanded Cartesian poses are send to the Inverse Kinematics solver (IK).

2 Module Connections

2.1 Inputs

Symbol Name Type Description
Lr
WT ∈R4×4 Left Foot Reference Coordinate

Frame
HomogeneousTransformation This homogeneous transformation matrix contains the reference

pose of the left foot ankle coordinate frame L with respect to the
world coordinate frame W.

Rr
WT ∈R4×4 Right Foot Reference Coordi-

nate Frame
HomogeneousTransformation This homogeneous transformation matrix contains the reference

pose of the right foot ankle coordinate frame R with respect to the
world coordinate frame W.

Mr
W T ∈R4×4 Center of Mass Reference Coor-

dinate Frame
HomogeneousTransformation This homogeneous transformation matrix contains the reference

pose of the Center of Mass coordinate frame M with respect to the
world coordinate frame W.

Lc
Lr

Toff ∈R4×4 Left Foot Offset Transformation HomogeneousTransformation This homogeneous transformation matrix contains the relative
offset for the left foot reference Coordinate Frame L.

Rc
Rr

Toff ∈R4×4 Right Foot Offset Transforma-
tion

HomogeneousTransformation This homogeneous transformation matrix contains the relative
offset for the right foot reference Coordinate Frame R.

Mc
Mr

Toff ∈R4×4 Right Foot Offset Transforma-
tion

HomogeneousTransformation This homogeneous transformation matrix contains the relative
offset for the center of mass reference Coordinate Frame M.

2.2 Outputs

Symbol Name Type Description
Lc
WT ∈R4×4 Left Foot Commanded Trans-

formation
HomogeneousTransformation This homogeneous transformation matrix contains the com-

manded pose of the left foot ankle coordinate frame L with respect
to the world coordinate frame W.

Rc
W T ∈R4×4 Right Foot Commanded Trans-

formation
HomogeneousTransformation This homogeneous transformation matrix contains the com-

manded pose of the right foot ankle coordinate frame R with re-
spect to the world coordinate frame W.

Mc
W T ∈R4×4 Center of Mass Commanded

Transformation
HomogeneousTransformation This homogeneous transformation matrix contains the com-

manded pose of the center of mass coordinate frame M with re-
spect to the world coordinate frame W.

2.3 Inter-Connections

The CmdGen is connected to the output of the Foot Trajectory Generator (FTG) which pro-
vides a reference pose for both feet. The translational and rotational offsets applied to this
reference are received through a connection to the Foot Compliant Model (FCM).
The Center of Mass Trajectory Generator (CoMTG) provides a reference pose for the center of
mass. The CoM offsets are generated by the Balancer module.

The commanded output poses for feet and CoM are send to the Inverse Kinematics solver
(IK) to compute the required joint space coordinates.
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2.4 Common Methods

Both, the reference poses and offsets are represented by Affine Transformation matrices.
The pose commands are then obtained by multiplying the references with their corresponding
offsets.
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1 Module Description

IKM

URDF Optimization
Parameters

KDL/
RBDL/
KINDR

Figure 1.1: Inverse Kinematics module: This module implements the inverse kinematics for the
robot.

The Inverse Kinematics module (IKM) computes the inverse kinematics of the robot. The
inverse kinematics finds a set of joint positions such that a given set of robot end-effectors
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reach a specified Cartesian position. The OpenWalker framework uses one IKM to compute the
commanded joint position qc such that the left and right foot, and the center-of-mass (CoM)
of the real robot reach the desired Cartesian position Lc

WT, Rc
W T, and Mc

W T.

2 Module Connections

2.1 Inputs

Symbol Name Type Description
Lc
WT ∈R4×4 Left Commanded Foot Coordinate Frame HomogeneousTransformation This homogeneous transformation matrix transforms

coordinates in the left commanded foot coordinate
frame L to the world coordinate frame W.

Rc
W T ∈R4×4 Right Commanded Foot Coordinate Frame HomogeneousTransformation This homogeneous transformation matrix transforms

coordinates in the right commanded foot coordinate
frame R to the world coordinate frame W.

Mc
W T ∈R4×4 Commanded CoM Coordinate Frame HomogeneousTransformation This homogeneous transformation matrix transforms

coordinates in the commanded CoM coordinate frame to
the world coordinate frame W.

2.2 Outputs

Symbol Name Type Description

qc ∈RDOF Commanded Joint Position JointPosition This vector contains the next commanded joint positions for all
the joints of the robot. The OpenWalker framework uses this mod-
ule input to send position commands to the position controlled
real robot.

2.3 Inter-Connections

The inputs of the IKM are connected to the outputs of the Command Generation Module
(CmdGenM) which fuses the reference and offset coordinate frames of the left and right foot
and the CoM to commanded coordinate frames. The output of the IKM is connected to the Real
Robot Module (RRM) which sends the commanded joint positions to the position controlled
real robot.

2.4 Common Methods

Similar to the Forward Kinematics Module (FKM), this module uses kinematic parameters
such as joint properties (location, type), and link properties (location, length) to build up a rigid
multi body system (MBS) that represents the kinematic model of the robot. Using this kine-
matic model, we can iteratively compute the inverse kinematics using a damped Levenberg-
Marquardt method, also known as Damped Least Squares method. Therefore we repeatedly
compute

qc,k = qc,k−1 +∆θ (2.1)

∆θ = J>
(
J J>+λ2 I

)−1
e (2.2)

where

J#λ(q) = J>
(
J J>+λ2 I

)−1
(2.3)
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is the damped pseudo inverse, J(q) the Jacobian, and e the error between the actual Cartesian
positions and the target Cartesian positions [1, 2]. The iteration either stops when the error
between actual and target Cartesian position is below the tolerance or when the step width

||∆θ||2 ≤ δstep (2.4)

is below the acceptable step tolerance. The parameter λ is the damping factor and has to be
chosen carefully.
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